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Abstract: Feed for word neural networks (FFNN) have attracted a great attention, in digital communication 

area. Especially they are investigated as nonlinear equalizers at the receiver, to mitigate channel distortions and 

additive noise. The major drawback of the FFNN is their extensive training. We present a new approach to 

enhance their training efficiency by adapting the activation function. Adapting procedure for activation function 

extensively increases the flexibility and the nonlinear approximation capability of FFNN. Consequently, the 

learning process presents better performances, offers more flexibility and enhances nonlinear capability of NN 

structure thus the final state kept away from undesired saturation regions. The effectiveness of the proposed 

method is demonstrated through different challenging channel models, it performs quite well for nonlinear 

channels which are severe and hard to equalize. The performance is measured throughout, convergence 

properties, minimum bit error achieved. The proposed algorithm was found to converge rapidly, and accomplish 

the minimum steady state value. All simulation shows that the proposed method improves significantly the 

training efficiency of FFNN based equalizer compared to the standard training one. 

 

Keywords: Non linear equalization, Feed for word neural networks (FFNN), Digital communication channels, 

Adaptive sigmoidal activation function  

 

 

Introduction  
 

Achieving high data transmission rate is the main objective in wireless communication systems, though they are 

confronted to channel impairments, which alter the digital signal and causes inter symbol interference (ISI). 

Equalization is an approach to mitigate channel ISI and recover the transmitted data (Proakis, 2001; Mehmet et 

al., 2013). Equalization structure based on linear adaptive filters, limit the performance of the system, nonlinear 

structures are superior to linear ones; in particular, on non-minimum phase or nonlinear channels (Zerguine et 

al., 2001; Baloch et al., 2012; Mehmet et al., 2013; Sunita et al., 2015). Many researches have revealed that feed 

for word neural network (FFNN) equalizers (FFNN) can provide better system performance than conventional 

ones (Amgothu & Kalaichelvi, 2015; Baloch et al., 2012; Corral et al., 2010; Lyu et al., 2015; Sunita et al., 

2015; Zerdoumi et al., 2015). 
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Back propagation (BP) training algorithm is a supervised learning method for the (FFNN) (Haykin, S, 1999), 

based on steepest descent, its major drawback is the convergence rate wich still very slow.  Many researches 

have been reported to the BP algorithm in order to improve its efficiency and convergence capabilities (Saduf, 

2013; Wang et al., 2004). An overview of learning strategies in FFNN as well as numerous improvements in 

steepest descent through BP algorithm was provided in Schmidhuber (2015). 

 

Among BP learning speed up algorithms, those using the adaptation of the activation function plays a decisive 

role (Daqi et. al., 2003; Chandra et. al., 2004). It has been recognized that training algorithms that adapt the 

activation function lead to faster training than those that do not (Chandra et. al.,2004; Daqi et. al., 2003; Xu & 

Zhang, 2001; Yu et al., 2002).  

 

In our approach we propose an improvement to the FFNN learning algorithm by adapting the nonlinear 

activation function. Then, the proposed learning algorithm is derived to adjust the free parameter as well as the 

connection weights and bias in the FFNN structure. The proposed method adapts one free adaptive parameter 

mutually with weights and bias, therefore computational burden is avoided and the convergence capabilities of 

the algorithm are significantly improved. 

 

 

Feed forward neural network-based equalizer 
 

The equalization technique is performed at the receiver to compensate channel impairments such as ISI, noise 

and nonlinearities, therefore the transmitted is recovered. Conventionally equalizers are structured as adaptive 

digital filters. More recently nonlinear structures based on neural network are used to enhance system 

performance, since they can perform complex mapping between input and output spaces and are capable of 

forming nonlinear decision boundaries. Neural network equalizers perform well on severe environment and can 

deal with nonlinear ISI due to their strong capabilities. In our work we consider only feed forward neural 

network-based equalizer as depicted in (Figure 1).  

 

Figure 1. Feed forward neural network-based equalizer 

 

The Feed forward neural network-based equalizer (Figure 1) is realized by connecting the received signal to a 

time delay line (TDL) which is connect to the input layer of the FFNN. The FFNN is composed by three layers; 

the input layer connected to the TDL, two hidden layers and an output layer connected to the hard decision 

device.   

 

 

Activation functions 

 

Activation functions play an important role in the training procedure of FFNN, they procure nonlinearity and 

establish the speed convergence of the learning algorithms (Daqi et. al., 2003; Sartaj et. al., 2014). It has been 

established that adapting the activation function lead to faster training and more flexibility in achieving the 
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nonlinear behavior required (Chandra et. al.,2004; Daqi et. al., 2003). Owing the ability of adapting the 

activation function the nonlinear capability and the flexibility of the FFNN is improved considerably; 

consequently, the convergence properties are enhanced. Sigmoidal activation functions are the most commonly 

used in the FFNN structure. We consider a parametric bipolar-sigmoid (Power, 2001) as the nonlinear activation 

function. Such function and its derivative are defined as below:  

 

 
 

Where β is the slope parameter, it controls the nonlinearity of the sigmoid. The derivative of  )(x  is given by:  

 

 

Adaptive sigmoidal activation function learning algorithm 

 

FFNN structure is composed by a set of sensorial units organized in hierarchical layers; the input layer, one or 

more hidden layers and the output layer. The consecutive layers are completely linked. The outputs of the 

neurons in one layer form the inputs to the next layer. The information is progressed from the input layer to the 

output layer. The hidden layers perform complex nonlinear mappings between the input and the output layer via 

the nonlinear activation function (Haykin, S, 1999). In our approach we propose an algorithm that enhances the 

nonlinear capabilities of the FFNN by adapting the sigmoidal activation function slope of the hidden layers. 

Thus procures more flexibility and suppleness to the FFNN structure. 

 

Consider a FFNN with an input layer, one hidden layer and one out put layer. Let ikw  be the weight that links 

the inputs to the hidden layer and jiw  the weight that links the hidden layer to the output layer. Let mk ,1 , be 

the inputs index, pi ,1  , the hidden layer index and nj ,1  the output index. In order to train the sigmoid 

activation function to perform the desired mapping, a cost function is defined as the sum of the squared error 

between the actual network output and the desired output, as expressed below:                    

                       

                                               
 

We define the following entities for the output’s neuron i  and hidden layer neuron j  respectively as follows: 

 

 
 

 
 

The outputs of the neuron i  of the hidden layer and the neuron j  of the out put layer are given respectively by:  

 

 
 

 
 

 

The proposed learning method baptized adaptive activation function (AAF) algorithm adjusts the FFNN 

common parameters in addition to the sigmoid activation function parameter using the gradient rule. Let’s 

evaluate the gradient of the cost function regarding to the FFNN parameters explicitly weights, bias and sigmoid 

parameter via considering the output neuron j as flow:  
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In the same manner as above, we evaluate the gradient of the cost function regarding to the FFNN parameters by 

considering the hidden neuron i :  

 

 
 

 
 

 
 

Therefore, the parameters on the FFNN are adjusted through the gradient descent rule when the output neuron j   

is considered as: 

 

 
 

When the hidden neuron i is considered, the parameters on the FFNN are adjusted as: 

 

 
 

 

The adaptive activation-based algorithm is considered as an improvement of the conventional back propagation 

it includes the traditional fixed activation function as a particular case therefore, it provides more suppleness and 

nonlinearity to the MLP structure. The proposed algorithm has a higher probability of not getting stuck in local 

minima. This is principally due to the effect of change in the value of the slope parameter. 
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Results and Discussion 
 

In our simulations we use an FFNN structure with a single hidden layer and a single node in the output layer. 

We perform several simulations to reveal the ability and the convergence properties provided by the proposed 

approach. All simulation results were realized using MATLAB.   

 

 

Channel Model 

 

We adopt nonlinear channel equalization problems, widely used in literature to evaluate the performance of the 

equalizers (Corral et al., 2010; Zerguine et al., 200). Nonlinear channel models (NCh1 and NCh2) are composed 

by a linear channel (Ch1 and Ch2) followed by a memory less nonlinearity. The linear channels are represented 

by their impulses responses coefficients by the following equations: 

 

 
 

Ch1 is a linear minimum phase channel where Ch2 is a linear non minimum phase channel. The nonlinearity is of 

polynomial type, described by the above equation:  

 

The linear channel output is ku , whereas kv  is the output of the memory less nonlinearity. Coefficients ia are 

scalars, which control the nonlinearity degree (Corral et al., 2010; Zerguine et al., 200). Parameters, a1, a2, and a3 

of (21) are set to 1, 0.2, and -0, 1 respectively as given in (Corral et al., 2010). 

 

 

Performance’s Measure  

 

Mean square error convergence  

 

Figure 2 illustrates the convergence behavior of the FFNN for the BP and BPAAF algorithms considering 

nonlinear channels NCh1and NCh2. The proposed algorithm BPAAF shows a clear improvement in the 

convergence time and the steady state value of averaged square error produced than the BP. Despite the 

nonlinearity the BPAAF achieves the best performance in steady state MSE, it achieves -32dB and -30dB for 

Nch1 and Nch2 respectively. While the steady state MSE reached by the BP is about -25dB and -22dB for Nch1 

and Nch2 respectively.  Thus resulting of a gain of 7dB and 8dB over the BP for Nch1 and Nch2 respectively. 

These improvements are summarized in Table1. 

 

 

Figure 2. Convergence of the algorithms for nonlinear channels  
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Bit error rate Study  

 

Figures 3 illustrate the BER curves for the BPAAF and the BP algorithms through nonlinear channels NCh1, 

NCh2. The BPAAF still consistently behaving better than the BP; it shows a gain of about 1.8 dB and 1.7dB over 

the BP at a BER of 10
-3

. We can also notice that the BPAAF achieves the minimum BER is about 10
-3.4 

at the 

SNR of 14 dB where the BP realizes a BER of 10
-2.7 

at the same SNR for the nonlinear channel NCh1.  

 

 

Figure 3. BER curves of the algorithms for nonlinear channels NCh1, NCh2  

 

Table 1. Performance analysis of the proposed algorithm (BPAAF) 

Channels  Nature Convergence time 

of BPAAF over BP 

(iterations)   

Steady state MSE 

of BPAAF 

over BP (dB) 

SNR at 10
-3

 BER 

of BPAAF over 

BP (dB) 

Ch1 Linear 440 7.3 1.9  

Ch2 Linear 840 8 1.6  

Nch1 Nonlinear  602 7 1.8  

Nch2 Nonlinear  950 8 1.7  

 

 

Conclusion  
 

We proposed an algorithm that adapts the sigmoid activation function slope for the FFNN based equaliser. Our 

approach performs quite well for on nonlinear channels which are difficult to equalize. The proposal BPAA 

manifests a fast convergence and a lower steady state MSE than the BP. For the BER performance the BPAAF 

accomplishes all the time the minimum BER. It can be seen from the entire scenarios presented that the BPAAF 

achieves accurately the best performance. Simulations illustrate that as the severity of the channel increases, the 

steady state error of BP and BPAA also increase. However, the BPAAF all the times holds lower steady state 

error.  
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