
 

The Eurasia Proceedings of Science, Technology, 

Engineering & Mathematics (EPSTEM) 

ISSN: 2602-3199 

 

- This is an Open Access article distributed under the terms of the Creative Commons Attribution-Noncommercial 4.0 Unported License, 

permitting all non-commercial use, distribution, and reproduction in any medium, provided the original work is properly cited. 

- Selection and peer-review under responsibility of the Organizing Committee of the Conference 

© 2024 Published by ISRES Publishing: www.isres.org 

 

 

 

The Eurasia Proceedings of Science, Technology, Engineering & Mathematics (EPSTEM), 2024 

  

Volume 27, Pages 99-107 

 

IConTech 2024: International Conference on Technology 

 

 

Towards Net-Zero Emissions in OECD Countries: Forecasting AI by 

Machine Learning Methods 
 

Serdar Celik 

Ostim Technical University 

 

 

Abstract: Achieving net-zero emissions is a paramount objective for Organisation for Economic Co-operation 

and Development (OECD) countries in combating climate change and fostering sustainable development. This 

study provides an overview of the strategies, opportunities, and challenges facing OECD countries in their 

transition towards achieving net-zero emissions. This study delineates the OECD's commitment to ambitious 

climate targets, including the overarching goal of achieving carbon neutrality by 2040. While some existing 

models provide reasonably accurate predictions of CO2 emissions, the model presented in this study offer 

improved prediction capabilities for all OECD countries. This study successfully predicts historical emissions, 

current emissions, and future emissions from 1990 to 2022 using Machine Learning (ML) methodology. The 

study forecasts global CO2 emissions for all OECD countries from 2022 to 2042 (near future) using prediction 

models using SARIMA (Seasonal Autoregressive Integrated Moving Average) based on ARIMA 

(Autoregressive Integrated Moving Average). The primary aim is to compare these models and identify the most 

effective one for predicting the transition to net-zero emissions for all OECD countries. These predictions 

highlight that policymakers should thoroughly evaluate the measures and strategies to promote a transition to 

net-zero emissions and reduce the levels of CO2 emissions. Furthermore, it highlights the potential co-benefits 

of transitioning to a low-carbon economy, including improved air quality, enhanced energy security, and job 

creation. 
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Introduction 

 

One of the 21st century's biggest problems is global warming and related climate change, which is accepted by 

scientific circles to be human-induced. Climate change has a high potential to cause major environmental 

disasters, hunger, war, and thirst in the future. Therefore, it is very important for the whole world to analyze and 

plan the factors that trigger climate change. One of the most important factors that trigger change is greenhouse 

gases(Zhong & Haigh, 2013). This study aims to estimate CO2 emissions from greenhouse gases that cause 

climate change. The assessment and estimation of CO2 emissions is important for global warming (Florides & 

Christodoulides, 2009) and climate change (Solomon et al., 2009). The estimations are performed for OECD 

countries. The OECD is an international organization of 38 countries that brings together countries with market 

economies and democratic structures for economic cooperation. Its members are Australia, Austria, Belgium, 

Canada, Chile, Colombia, Costa Rica, Czechia, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, 

Iceland, Ireland, Israel, Italy, Japan, Korea, Latvia, Lithuania, Luxembourg, Mexico, Netherlands, New Zealand, 

Norway, Poland, Portugal, Slovak Republic, Slovenia, Spain, Sweden, Switzerland, Turkey, United Kingdom, 

United States. OECD countries generally have very large economies and require high amounts of energy due to 

their high living standards. According to 2022 data, OECD countries have 17% of the world population and 

59% of GDP. At the same time, 54% of the world's total production is made by this group of countries Figure 1. 

Therefore, it is of vital importance to examine high CO2 emitting countries such as the OECD. The CO2 

estimates obtained at the end of the study can be used in climate scenarios and can be used in policy-making 

http://www.isres.org/
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decisions and in the implementation of global climate protocols. Estimation of CO2 emissions is important to 

quantify and tackle irreversible climate change (Solomon et al., 2009). 

 

 
Figure 1. World and OECD economic outlook 

 

Artificial intelligence studies are now used in classification, association and prediction for many different types 

of problems and produce successful results. Machine learning is a subset of artificial intelligence systems that 

make predictions by learning time-dependent historical data. In the literature, there are classical time series 

methods and statistical methods that estimate the CO2 emissions of countries. Statistical time series methods are 

complex and model the change of data over time. While statistical models are mathematically complex and use 

many extra parameters, machine learning methods make more understandable predictions from the information 

they learn. In this study, the future CO2 emissions of 38 countries were predicted by using machine learning 

method, which makes predictions by learning time-dependent historical data.  

 

In this study, CO2 emissions of 38 countries between 1990 and 2022 are used. 80% of the data is used for 

training and the remaining 20% is used for testing. Evaluation metrics are used when the prediction results need 

to be compared. Performance metrics are based on how close the predicted value in the test data is to the true 

value. The performance of the method is compared with statistical functions such as Mean Absolute Percentage 

Error (MAPE), Mean Absolute Deviation (MAD), Root Mean Square Error (RMSE) and Mean Square Error 

(MSE). 

 

In the literature, many studies have been conducted for CO2 emission estimation. To date, there are some studies 

such as (Iania et al., 2022) that model the global CO2 emission footprint. Most of the existing studies have a 

regional context, for example (Nyoni & Bonga, 2019) used the Box-Jenkins ARIMA approach on time series 

data on CO2 emission in India from 1960 to 2017 and proposed five policy solutions to improve environmental 

conditions based on the forecasts. (Qian et al., 2020) studied CO2 emission forecasting of Changxing county in 

China, while (Tanania et al., 2020) analyzed and predicted CO2 emissions of India using dataset from 1995 to 

2018. (Zuo et al., 2020), collected CO2 emission data from different provinces of China and proposed an 

integrated model, LSTM-STRIPAT, to predict emissions in 2020. (Shabani et al., 2021) estimated local CO2 

emission in Iran using machine learning and neural network-based modeling. Furthermore, (Rolnick et al., 

2023), provides a good overview of CO2 emission and related issues but lacks in building a CO2 emission model 

for a global situation. A number of modeling approaches have been attempted by various authors from different 

perspectives to estimate CO2 emissions. (Kadam & Vijayumar, 2018) provides insight into a CO2 emission 

estimation model using machine learning. A new hybrid model using combined principal component analysis 

(PCA) is built for China based on data from 1978 to 2014 (Sun & Sun, 2017). In addition, a forecasting model 

for CO2 emissions in China based on multiple linear regression analysis is also studied (Libao et al., 2017). 

 

The aim of this study is to model accurate CO2 emission behavior for the past, present and near future. First, this 

study uses current data together with historical data. Second, it uses existing time series-based machine learning 

models to develop the CO2 emission prediction model. The model selection process is different in that it obtains 

the best model and relevant parameters. The model developed based on the selected parameters becomes 

accurate (less prone to error). As a result, near-future forecasts become accurate when compared to the actual 

CO2 emissions of that time. Initially, models based on the available time series were selected; the ML model 

optimization algorithm was developed, which selects the best model for each CO2 data set in order to obtain the 
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best possible forecast. Finally, this study estimates the CO2 emission footprint for 20 years (from 2023 to 2042) 

as an example.  

 

 

Method 
 

This paper uses data on CO2 emissions of OECD countries for the period 1990-2022. Primary data are taken 

from this repository (Ritchie & Roser, 2024). The SARIMA model was used to develop forecasting models for 

the estimation of CO2 emission behavior. The dependent variable in this study is the total amount of CO2 

emissions and the independent variable is the year. In this study, the data is divided into training data and test 

data; 80% of the CO2 emission data is used for learning and 20% is used for testing. Training data were used in 

the CO2 emission forecasting process of the model and test data were used to determine the accuracy of CO2 

emission forecasting. Data from December 1990 to December 2020 were considered as training data and data 

from December 2021 to December 2022 were used as test data for the model. A similar training-test separation 

was performed for each OECD country. Validation and comparison were then performed to evaluate our 

forecasting models and model results. 

 

 

Machine Learning 

 

Machine learning is based on creating algorithms based on data on a specific topic, updating the outputs as new 

data becomes available, and using statistical analysis to predict the results. There are many different types of 

algorithms under machine learning that enable computers to learn. Computers extract a model from the learned 

data using various functions and statistical methods and can predict, predict or classify new data according to 

this model. There are many different machine learning methods in the literature. These methods perform 

differently depending on the type of data. Therefore, it is difficult to say that one machine learning method is 

superior to others. There are three basic stages in machine learning. These are: 

 

 Preparation of data: The first stage is the preparation of the right data, and the data must be prepared with 

great care in order to reach the right results. At this stage, the data is made ready for processing by finding 

outliers, normalizing the data, etc. Depending on the type of problems, both numerical and symbolic 

(nominal) data can be processed. 

 Training: The second phase is to find the most appropriate model and train the data prepared in the first 

phase with this model. First, a machine learning method suitable for the problem is selected and the most 

appropriate model is created from the data by training. In order to find the appropriate model, as many 

models as possible should be built and tested. A part of the data in the training set is separated and the model 

is validated and it is decided whether the model is suitable or not. 

 Test: The last stage is the performance test. For this, the model is tested using the model created with data 

other than the training data used to create the model. This data is called the test set. During the testing 

process, the performance of machine learning with the test set is measured with metrics such as accuracy 

rate, number of false positives, number of true positives. 

 

Machine learning is used for classification, regression and clustering, but it is also frequently used for time-

series analysis. Machine learning and time series try to make new predictions based on information from the 

past. This is a type of supervised learning in machine learning. In this study, time-series analysis was performed 

using SARIMA, a machine learning method known to give successful results. 

 

ARIMA is an acronym that stands for autoregressive integrated moving average. Specifically, it is a model that 

uses the dependent relationship between an observation and a set of lagged observations, AR (autoregression), I 

(integrated), the use of differencing of raw observations and MA (moving average) to make the time series 

stationary. SARIMA, an extension of ARIMA, is known for its ability to incorporate seasonality into forecasts. 

SARIMA is a seasonal autoregressive integrated moving average with seasonality as well as trend. These 

algorithms are robust in handling both stationary and non-stationary time series data. Forecasting with ARIMA 

or SARIMA usually involves three main steps: specifying the temporal model, estimating the parameters and 

diagnostic checking. A standard notation is used for ARIMA (p, d, q), where parameters are replaced by integer 

values to quickly indicate the specific ARIMA model being used. Where p is the number of lagged observations 

included in the model, also called the lag order, d is the number by which the raw observations differ, also called 

the degree of differencing, and q is the size of the moving average window, SARIMA is represented as 

SARIMA (p, d, q) (P, D, Q)
S
, where "P", "D" and "Q" correspond to the seasonal autoregressive, seasonal 

difference and seasonal moving average terms respectively. "S" denotes the seasonal parameter. The researcher 
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found that S=19 gives the best seasonality parameter during the ARIMA model optimization. As a result, the 

ARIMA model was transformed into SARIMA model and presented as SARIMAX. To evaluate the model, we 

use prediction metrics such as mean absolute percentage error (MAPE), mean square error (MSE), root mean 

square error (RMSE), and mean absolute deviation (MAD). To generate different models, the ARIMA 

algorithm was executed repeatedly using the optimization algorithm developed by the author. 

 

 

Performance Metrics for Forecasts 

 

After the predictions are made, it is necessary to quantify the prediction success of machine learning methods on 

the data set. Performance metrics have been developed for these purposes. Prediction metrics such as mean 

absolute percentage error (MAPE), mean square error (MSE), root mean square error (RMSE) and mean 

absolute deviation (MAD) are used to evaluate the model (Sammut & Webb, 2010). MAPE and MSE are the 

most commonly used functions for prediction performance evaluation. However, the presence of two other 

evaluation criteria in the study will enable future studies to compare the results with the results obtained. 

(Lewis, 1982) evaluated predictions with MAPE values below 10% as "very good". For the sake of simplicity 

and completeness, MAPE scores are presented in this article to compare with model accuracy.  To generate 

different models, the ARIMA algorithm was executed repeatedly using the optimization algorithm developed by 

the author. After checking efficiency issues, the most efficient model was used.  

 

𝑀𝐴𝑃𝐸 =
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Having successfully developed the model, it was time to create visual representations of the modeling results. 

Figure 2 is sufficient as evidence to validate the models presented in this paper. Figure 2 shows the forecast 

behavior of emissions for current (1990-2022) and future (2022 and beyond) years. The pink shades in Figure 2 

are confidence intervals (upper and lower bounds of the forecasts). Furthermore, for a better understanding of 

the forecast values, Table 1 presents the modeling error and accuracy parameters found during model 

development. 

 

 

Results and Discussion 
 

A series of significant findings emerged from the forecast of near and far-future CO2 emissions utilizing an 

exact model. Initial validation of the model was performed by comparing its predictions against observed data 

for the near future. Subsequently, projections were made for CO2 emissions in the far future, yielding results 

summarized in Table 1. The model's efficacy in predicting near-future CO2 emissions was assessed, providing 

empirical validation for its reliability. Notably, the model generated predictions for specific years in the near 

future, offering valuable insights that may bolster the development of models for forecasting distant future 

emissions. The forecasting models show a decreasing trend in CO2 emissions over time and this trend is 

consistent with historical data showing seasonal variations. This observation is in line with previous forecasts 

and proves the reliability of the established models. Analysis of historical data, as shown in Figure 3, reveals a 

decrease in CO2 emission rates in 2023, mirroring similar fluctuations in other years characterized by both 

increases and decreases. In contrast, the methodology used in this study exhibits remarkable precision in 

determining estimated CO2emission values.  

 

As a result, the developed models are less sensitive to errors. This agreement between the estimated CO2 

emission data and the accuracy metrics indicates a convergence, increasing confidence in the reliability of both 

the methodology and the estimated CO2 emissions. Therefore, the methodological approach and the resulting 

CO2 emission estimates deserve to be considered as accurate and reliable tools for future use. 
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Figure 2. Emissions estimates for OECD countries 
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Figure 3. OECD countries emission estimates for 2023-2042 

 

The forecasting model shows that CO2 emissions have been decreasing over time except for some countries. 

This phenomenon can be seen in all time periods except for some countries as shown in Figure 3 of the 20-year 

forecast values of OECD countries. Minimizing CO2 emissions should be considered by every nation. Looking 

at the OECD countries collectively, it is seen that the amount of CO2 emissions has decreased. The situation is 

different for Turkey, Costa Rica and South Korea. In these three countries, the amount of CO2 emissions is 

generally increasing until 2019 and it is seen in the study that this increase will continue in the coming years if 

CO2 emissions are not directed to non-alternative energy sources. 

 

All models in this article were developed in Python. The evaluation criterion values calculated by all models in 

this article are presented in Table 1. Taking into account seasonality and trends in the data, the SARIMA model 

provides a forecast consistent with the downward trend seen. The SARIMA model highlights the importance of 

considering seasonality in the forecasting context. Looking at the table results, a downward trend is predicted in 

the next twenty years compared to today, indicating that countries will undergo structural changes. The 

projected decrease is relatively significant and does not decrease for every country. This model implies that 

OECD countries will reach net zero emissions in the near future. 

 

 

Conclusion  
 

Carbon emissions, the greenhouse effect, climate change and devastating environmental problems have become 

the most important issues of today's world. If the increase in the amount of carbon dioxide in OECD countries 

and the world is not stopped or reduced, seasonal shifts, very high temperatures, floods and floods due to heavy 

rainfall will continue to increase. The underlying reason behind the increase in CO2 emissions is the world's 

ever-increasing demand for energy. Apart from fossil fuels such as oil, natural gas and coal, the main sources of 

energy are nuclear energy, hydroelectric energy and sustainable energy. With the industrial revolution and the 

overuse of fossil fuels, CO2 emissions, one of the most important greenhouse gases that cause climate change, 

have doubled in the last century. In addition to global warming, which is a very big problem, this increase in 

CO2 emissions may cause much bigger problems such as water wars and migrations in the coming years. For 

these reasons, countries should make various plans to reduce their CO2 emissions. Among these plans, countries 

should turn to renewable energy sources instead of using fossil fuels to reduce CO2 emissions. 
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Table 1. OECD CO2 emission outlook to 2042 

 



International Conference on Technology (IConTech), May 02-05, 2024, Alanya/Turkey 

106 

 

Accurate near real-time forecasting of CO2 emissions of OECD countries is of great importance for 

governments' efforts to control and mitigate climate change. This paper focuses on evaluating the forecasting 

capabilities of the SARIMAX machine learning model for near real-time annual CO2 emission forecasting of 

OECD countries. The study uses a series of real-time datasets of OECD countries covering the period from 1990 

to 2022. Four evaluation criteria, namely MSE, RMSE, MAD and MAPE, are analyzed to identify the most 

appropriate model for future forecasts and to compare their forecasting performance. By building the ML model 

that takes into account the reduction of CO2 emissions, some remarkable results are obtained that can help to 

understand CO2 emissions among OECD countries. The study shows that the SARIMA (1, 1, 0, 19) model is not 

only stable but also the most appropriate model for forecasting the annual total CO2 of OECD countries for the 

next 20 years. The model predicts that the total annual CO2 emissions of OECD countries will average 9,310 t 

CO2 by 2042. Whatever the estimate we obtain, it can practically reflect the actual CO2 emission. This is an 

important warning signal, especially with regard to climate change and global warming. The results of this study 

are very important for the governments of OECD countries, especially when it comes to medium and long-term 

planning. Since global warming affects the world on a large scale, the study results can be applied to every 

country. The contribution of the study is to save human lives by controlling CO2 emission. 

 

 

Recommendations 

 

This study presents a CO2 emission prediction model based on a wealth of valuable information compiled from 

past data. The findings of this research enrich our understanding of CO2 emission dynamics, aiding in the 

formulation of reduction policies and effectively monitoring emission trends. The ability to predict CO2 

emissions plays a crucial role in shaping reduction policies and evaluating their effectiveness.  

 

The methodological framework and resulting solutions represent significant contributions to relevant research 

areas. Exciting opportunities for future research in CO2 emission tracking are evident, with proposed policy 

recommendations for OECD countries including emission taxes, carbon taxes, and incentives for sustainable 

energy. These proposals stand out as effective strategies for reducing greenhouse gas emissions. While laying a 

valuable foundation for future research on CO2 emissions, this study also provides practical guidance to 

policymakers and industries, contributing to the advancement of a sustainable future. 
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