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Abstract: Globalization has stimulated the opening of the market and the accumulation of huge amounts of 

data, which consequently leads to an increase in the importance of the control of customs operations. However, 

customs data is highly imbalanced and this poses challenges in its integration and processing. Therefore, it is of 

prime importance to find automatic computationally intelligent solutions for customs management. The purpose 

of the research presented in this paper is to propose a computer-aided system for customs fraud analytics based 

on artificial intelligence techniques, ensuring the application and verification of methods and algorithms for 

integration, management, analysis and visualization of data on customs violations. The architecture of the 

customs violation data analysis system consists of the following components: data sources, data storage, data 

integration and preprocessing, real-time data flow, modeling, analysis and storage of analytical data, and 

visualization of the results. A machine learning approach for detecting customs fraud through unstructured data 

analysis is proposed. An artificial neural network designed for data analysis is designed, and the input data is 

divided into training data and testing data. A reduced set of statistical records related to the analysis of 

heterogeneous databases of different institutions, which is stored in a data warehouse, are used as experimental 

data. The first 80% of the data are used to train the neural network and the remaining 20% to test the trained 

network. Experimental results show that the calculated accuracy increases with increasing epochs and is higher 

for the training data and lower for the validation test data. Thus, the trained model can be saved and used to 

monitor for anomalies. The trained model is applied to the system to calculate new input parameters that were 

not used in either training or validation.   
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Introduction 

 

Financial fraud is a problem with far-reaching consequences in the financial industry, government, corporate 

sectors and for ordinary consumers. Increasing reliance on new technologies such as cloud and mobile 

computing in recent years has compounded the problem. Not surprisingly, financial institutions are turning to 

automated processes using statistical and computational methods.  
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Growing volumes of international trade put strain on regulatory oversight, which is faced by customs 

administration. Regulators thus use data mining to concentrate their little resources on the fraud cases that have 

the highest likelihood of occurring. Standard learning algorithms are most frequently used in tax studies' fraud 

detection applications. However, there are new difficulties because of the extreme imbalance in customs data. 

 

Governments and customs administrations realize that the growing demand for free and secure commerce 

(including e-commerce) requires data standardization. This is the only approach by which governments can 

fulfill their missions. The World Customs Organization (WCO) Data Model provides an appropriate framework 

of standard and harmonized data sets and standard electronic messages that are transmitted by trade for customs 

and other regulatory purposes to complete arrival, departure, transit and release formalities of goods in 

international cross-border trade. Thus, standardized data sets and electronic messages using international 

customs code standards are a key mechanism for effective and efficient information exchange between 

businesses and governments. In practice, through the presented information model, unification of the 

requirements for data exchange is obtained, and thus it is possible to create a single electronic structure allowing 

effective exchange of information in a global aspect. The WCO data model also incorporates the data 

requirements of other government regulatory bodies, enabling a single window environment that allows traders 

to provide information only once to one official body, preferably customs, to fulfill all regulatory requirements 

related to import or export. 

 

According to European and international requirements, customs codes are standardized. This standardization, as 

well as access to information, are regulated by law. Each register is a structured electronic database. The 

registers contain data provided by economic operators in accordance with European and national customs 

legislation, and data and circumstances entered by the Customs Service in connection with the implementation 

of its functions and tasks. Data from the registers are exchanged with the customs authorities of the Member 

States and the European Commission in cases where the customs legislation requires it, and are determined by 

the technical specifications of the relevant electronic systems. 

 

Customs administrations lessen the grave risks that smuggling and tax evasion pose to the public through 

oversight. Customs establishes a set of rules to filter out high-risk goods based on the information provided in 

import declarations because it is challenging to thoroughly inspect every item given the volume of trade and the 

limited resources available (budget, officer count, etc.). Implementing an effective customs selection or fraud 

detection system is therefore essential to accelerating the customs clearance process (Kim S. et al., 2020, 2021, 

2023). By predicting potentially fraudulent things, customs authorities can assess each item's level of 

examination; the most questionable items require a physical inspection by human inspectors. The difficulty is 

figuring out which set of very suspicious items should be the focus. 

 

An examination of the scientific literature indicates that the application of AI-based methods significantly 

improves the detection of customs fraud. The Brazilian program, which aims to combat customs fraud, is a well-

known example. The system integrates data from many administrative and customs sources to enable more 

precise and effective control over the import and export of commodities. The system uses a range of artificial 

intelligence and data analytics techniques to identify anomalies, disparities, and potential fraud (Digiampietri, 

2008). 

 

Three steps and three algorithms are used in a proposed approach to identify smugglers from unstructured social 

media data (Dangsawang & Nuchitprasitchai, 2024). The goal is to locate those who sell goods and services on 

social media without authorization in order to evade paying taxes levied by the government. The stability and 

economics of the nation may suffer from this practice. The model classifies imported products using techniques 

including logistic regression, gated recurrent unit, and long short-term memory by gathering labeling keywords 

and classifying them into three groups. 

 

The World Customs Organization has implemented information technology in customs operations to identify 

security dangers resulting from the smuggling of high-risk items, acknowledging the difficulties involved. Using 

pictures, deep learning algorithms are utilized to automatically identify and discourage the smuggling of 

commodities into training containers (Jaccard et al., 2016). 

 

The research presented in this paper is part of a scientific project aimed to create artificial intelligence-based 

solutions for an information system that prevents and detects financial and customs infractions. The system for 

their detection and prevention must notify users when a violation is being planned, created, and executed in 

order to put an end to financial and customs violations. If financial customs violations have already taken place, 
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they should be made public to extract revenge on the perpetrators and create a sense of punishment that will 

deter similar transgressions in the future. 

 
 

Method 

 

Computer-Aided System for Customs Fraud Analytics 

 

The architecture of the SOA-based system intended to process different types of customs data is shown in 

Figure 1. In addition to facilitating the smooth integration and interaction of various applications and data stores, 

SOA supports the sharing and exchange of data through standardized interfaces, ensuring compatibility between 

various systems and data sources and enabling the distributed deployment of services in various media and 

computing environments. Covering different data and functions separately, these services work together to 

automate complicated tasks. Benefits include cross-compatibility, adaptability, simplicity of maintenance, 

support for various technologies, and flexibility in response to shifting company needs. It also makes distributed 

application creation and administration easier. 

 

 
Figure 1. Computer-aided system architecture 

 

In order to facilitate knowledge extraction and decision-making, the system provides intelligent solutions as 

well as automation of practical techniques, tools, and algorithms for integrating, storing, analyzing, and 
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visualizing customs data. The system offers an integrated and flexible framework for creating workflows to 

automate the computational process through a set of software tools. The capabilities encompass the following: 

1) a user-friendly interface; 2) interactive tools for executing workflows for custom data analysis; 3) support for 

various data formats; 4) sharing and reusing workflows; 5) monitoring the outcomes of workflow execution and 

the steps involved in its creation; 6) the ability to swiftly add, remove, and scale functionalities as services; 7) 

enhanced speed and efficiency; and 8) the capacity to scale and adaptably increase resources 

 

Essential data management activities are handled by the databases server and data warehouse, guaranteeing that 

actual data sets are prepared for processing and stored according to their nature. Databases, data warehouses, the 

Internet, text files, and different papers are examples of data sources. They are all rich in historical information 

that can be used to effectively extract knowledge. In order to solve the problem of insufficient or unreliable data, 

data preparation, integration, cleansing, and selection are essential first steps in the knowledge discovery 

process. It is imperative to apply diverse strategies for cleaning and selection in order to narrow down the extra 

data generated by multiple sources and select only the pertinent data for the study. The next step in the server's 

job is to retrieve the relevant data in response to the user's processing request. The system for managing data is 

created. 

 

One important component is Service Advisor, that helps users choose services and data, helps them upload 

datasets, and leads them through the inquiry process. Efficient communication with the system is made possible 

by this module. It enables the wizard to communicate with the system in order to handle, interpret, and analyze 

different types of data, and it displays the outcomes in an easy-to-use interface. 

 

Rapid handling of massive and diverse data sets in many formats—such as relational databases, NoSQL, and 

flat files—is made easier by integration services. These services combine information from multiple sources and 

convert general queries into targeted database queries. The system explores ongoing access to research updates 

for comparing findings with existing knowledge, and it tackles the difficulties in managing large, diverse, and 

complicated datasets that can be found in public databases. 

 

By collaborating with the data discovery engine to pinpoint important patterns within the knowledge base, the 

pattern assessment module evaluates the significance of patterns that are found. A key component of the system, 

the data discovery engine uses a variety of algorithms to perform tasks such as classification, genetic algorithms, 

prediction, and clustering, and it consults the knowledge base to produce more dependable and accurate results. 

While database and data warehouse servers store and manage datasets that are ready for processing, query 

engines streamline interactions with intricate underlying data sources. By keeping a significant amount of 

historical data, these servers enable efficient knowledge extraction by retrieving pertinent information from a 

variety of factual sources in response to user requests. 

 

The knowledge repository stores all identified patterns, models, and rules, supporting the entire knowledge 

discovery process, particularly in evaluating the significance of outcome models or focusing on specific 

demands. Preprocessing involves search and optimization techniques for data integration, cleansing, and 

selection based on relevance and accuracy. Iterative machine learning optimizes feature sets, and post-

processing includes verification, validation, visualization, and evaluation of retrieved knowledge through data 

mining, machine learning, and decision-making methods for high accuracy and precision. 

 

All discovered patterns, models, and rules are kept in the knowledge repository, which aids in the entire process 

of knowledge discovery, especially when assessing the importance of outcome models or concentrating on 

particular requirements. Preprocessing includes data integration, cleaning, and selection based on correctness 

and relevance using search and optimization algorithms. Post-processing comprises verification, validation, 

visualization, and evaluation of retrieved knowledge through data mining, machine learning, and decision-

making procedures for high accuracy and precision. Iterative machine learning optimizes feature sets. 

 

 

Workflow for Customs Data Analytics 

 

A workflow for creating a neural network-based model for customs data analytics is shown in Fig. 2. The 

procedure is separated into its principal parts: customs data selection and preprocessing feedforward neural 

network model creation, model training, model evaluation. The fraud detection problem aims to find the patterns 

behind the features in predicting the target label Fraud. Data is split into three pieces. We assign the first 12 

months of data to the training set, the following three months to the validation set, and the last three months to 

the test set. Categorical variables are label-encoded and numerical variables are min-max scaled. 
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Figure 2. Customs data analytics workflow 

 

 

Customs Dataset Selection and Preprocessing 

 

Customs data processing covers the electronic submission of customs declarations and/or the provision of paper 

declarations. Additional documentation related to the implementation of processing procedures leading to the 

release of goods and the sharing of information with participating parties is also provided. The initial stage of 

the proposed workflow involves choosing customs data from databases. Preparation of the data for analysis is 

the aim of this phase. It could involve normalizing and cleaning the data, such as removing outliers and missing 

numbers. The original data have to be formatted such that the neural network can use it in the categorizing 

process. 

 

Table 1. Customs dataset parameters  

No Attribute Description 

1 Declaration ID Primary key 

2 Date Date of the declaration 

1 Declaration ID Primary key 

2 Date Date of the declaration 

3 Office ID Customs office  

4 Process type Declaration process type 

5 Import type Import type code 

6 Import use Import use code 

7 Payment type Determine the type of tariff payment 

8 Mode of transport Nine modes of transport 

9 Declarant ID Person declaring the item 

10 Importer ID Person who imports the product 

11 Seller ID Foreign business associate 

12 Courier ID Provider of delivery services 

13 HS6 code Six-digit code for the product 

14 Country of departure Nation from which a shipment has left or is expected to leave 

15 Country of origin Manufacturing, production, or design nation 

16 Tax rate Tax rate of item 

17 Tax type Tax category of item 

18 Country of origin indicator A means of designating the nation of origin 

19 Net mass Bulk without any packaging 

20 Item price Evaluated worth of a thing 

21 Fraud Dishonest attempt to lower the customs charge 

22 Critical fraud A crucial case that could endanger public safety 
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An import declaration dataset including 54,000 artificially created transactions with 22 important features that 

support correlation is used for the experimental validation of the proposed solution (Chaeyoon et al., 2023). The 

production process reduces the potential identity risk that could be present in trade statistics, and the released 

data is distributed similarly to the source data, allowing it to be utilized for a variety of purposes. This dataset 

was synthesized from 24.7 million customs declarations that were reported in the 18 months between 1 January 

2020 and 30 June 2021, with the validated (i.e., labelled) part of the reports being used. Every row contains the 

report for a single item. The data contains 22 typical qualities incl. fraud and critical fraud, among the 62 

attributes listed in the import declaration form. The following are full descriptions of the dataset. Table 1 

presents the customs dataset parameters. Sample data records are shown in Fig. 3. 

 

 
Figure 3. Sample customs declaration dataset 

 

 

Feed Forward Neural Network Model for Customs Data Analytics 

 

Model Creation 

 

Neural Network Model: For this objective, a feed forward neural network model is designed, as seen in Fig. 4. 

This type of model processes inputs layer by layer as it moves forward. The architecture of the neural network 

captures the complex correlations that occur between the input features and the intended outcomes. A more 

nuanced interpretation of the data is made possible by the probabilistic output of the model, where probability 

acts as a stand-in for forecast certainty. The architecture includes following elements: 

 

 An input layer with eight neurons that match the thirteen input parameters selected from the database. 

 A 32-neuron hidden layer that makes it possible to extract more intricate features from the input data. 

 An additional hidden layer with 16 neurons to further process the features that the preceding layer had 

recovered. 

 An output layer with two neurons is meant to represent the probability result for a fraud and non fraud, 

respectively. 

 The data is split into training and test data in an 80/20 ratio.  

 

 
Figure 4. Neural network model 
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Model Training  

 

Training Process: The neural network is trained in this stage. In order to reduce the discrepancy between the 

expected and actual results, the network's weights and biases are adjusted throughout training. Usually, 

backpropagation techniques are combined with an optimization technique to achieve this. The neural network is 

trained by feeding it training and test vectors; the 200 epochs represent the number of times the network 

processes the full dataset. The model can progressively learn from the data thanks to this iterative procedure. To 

avoid underfitting, which occurs when the model learns the data insufficiently, and overfitting, which occurs 

when the model learns the training data excessively. 

 

 

Model Validation and Evaluation 

 

Validation: A new, distinct dataset that was not used for training is used to assess performance and usefulness of 

the model. 

Evaluation: Lastly, the performance of the model is evaluated using metrics such as accuracy. Once all training 

epochs have been read, the accuracy of the model is displayed against the training and validation sets of data 

(Fig. 5). As expected, accuracy increases with the number of epochs; it is higher for training data and lower for 

data from validation tests. The trained model can then be saved, loaded onto an alternative system, and checked 

for weight values. 

 

 
Figure 5. Accuracy of model 

 

This methodology guarantees a rigorous approach to model creation, beginning with data collection and 

continuing through training and validation to generate a neural network that can assist in customs fraud 

identification. A solid foundation for creating reliable and effective customs data analytics solutions is laid by 

the emphasis on careful model design along with adequate training and validation. 

 

As the model quickly learns the underlying patterns in the data, the accuracy increases quickly in the first 50 

epochs, as is normal. Following that, test accuracy displays more random variations while training accuracy 

keeps getting better. This shows that while the model fits the training data well, overfitting or noise in the test 

data may provide some challenges. Convergence of the training and test accuracy around similar values 

indicates a strong generalization of the model. 

 

The loss for both training and test data drops very swiftly in the first 50 epochs, suggesting that the model picks 

up on the underlying patterns in the data quite quickly. Subsequently, the test data loss exhibits a little slower 

drop and stabilizes early, whereas the training data loss keeps decreasing, albeit more slowly. In the final 50 

epochs, both losses even off, with the training loss being marginally greater than the test loss. This suggests that 

there is little to no overfitting and that the model is well-balanced. 
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Results and Discussion 
 

The trained model can be deployed in practical situations to assist in detecting customs fraud through several 

specific applications: 

 

 

Using the Trained Model 

 

 Handling New Input Parameters: It is crucial that any new data inputs maintain the exact structure and 

format as those used during the training and validation phases. This requires keeping the input vector's 

parameters in the same type and order. 

 Making Predictions: Once the new input data is properly formatted and entered into the model, the 

neural network processes it using the learned weights and biases. The model then outputs a probability 

distribution indicating the likelihood of a customs violation. 

 

 

Importance of Consistency in Data Format 

 

 Model Accuracy: The accuracy of the model's predictions is heavily influenced by the consistency of 

the input data format. Neural networks are trained to recognize patterns based on the specific 

arrangement and type of data. Any deviations in the structure of new input data can lead to inaccurate 

predictions, as the model may misinterpret the information. 

 Streamlined Integration: Keeping a consistent parameter sequence simplifies the integration of the 

model into automated systems or workflows. This consistency allows experts or automated data 

collection tools to prepare and input customs data into the model without needing to adjust the data 

structure for each new case. 

 

 

Practical Application 

 

 Customs Data Collection: Gathering the necessary customs parameters from new datasets. 

 Data Preparation: Ensuring that the collected data adheres to the training format, including the order of 

the parameters. 

 Making Predictions: Inputting the prepared data into the model to obtain a probability distribution 

indicating the likelihood of customs violations. 

 Interpretation of Results: Customs professionals can use the model's output as part of their decision-

making process, alongside other assessments and tests, to make informed decisions about potential 

customs violations. 

 

This use of artificial intelligence and machine learning techniques demonstrates their potential to significantly 

enhance customs services, particularly in identifying fraud and customs infractions, provided the data is 

accurately prepared and the model is appropriately used. 

 

 

Conclusion  
 

The research described in this paper aims to propose a computer-aided system for customs fraud analytics based 

on artificial intelligence techniques. For the purposes of customs data analysis case study, a feedforward 

artificial neural network is created. During the training phase, the input data are divided into training and test 

data. We quantify the training error and show how it affects the neuron weights in the network. A set of 

statistics on customs data obtained from declaration analysis has been used as experimental data. For the study, 

13 attributes from the original database are employed. Additionally, the data is split in a 0.8 to 0.2 ratio. The 

first 80% of the data are used to train the neural network, and the remaining 20% were used to test the trained 

network. The calculated accuracy rises with the number of epochs added. As the number of epochs increases, 

the estimated accuracy decreases for validation test data and increases for training data. The trained model can 

then be saved, loaded onto an alternative computer, and examined to verify the weight values. To compute new 

input parameters that are not used during training or validation, the system makes use of the trained model. 
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